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Abstract This paper proposes a new approach for
designing a nonlinear optimal controller with an inte-
gral sliding mode component employing a generaliza-
tion of the saddle point method which consists on con-
trolling a controllable nonlinear system. Based on the
initial and final conditions of the dynamical system,
we consider an open-loop control such that the state
of the system can be moved to a neighborhood of the
equilibrium state corresponding to the given final con-
dition. The implementation of the method for solving
the problem involves a two-step iterated procedure: (i)
Thefirst step consists of a “prediction”which calculates
the preliminary position approximation to the steady-
state point, and (ii) the second step is designed to find a
“basic adjustment” of theprevious prediction.Weapply
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the controller to a Cartesian 3D-crane. The formula-
tion of the 3D-crane is in terms of nonlinear program-
ming problems implementing the Lagrange principle.
We transform the problem in a system of equations
where each equation is itself an optimization problem.
For designing the controller we suggest to employ an
integral slidingmodemethodwhich suppress themodel
uncertainties consequence ofmoving the trolley and the
bridge, lifting the cargo as well as external forces. As
a result, the optimal controller will be simultaneously
able to lift the cargo, suppressing the payload vibration,
tracking the trolley andmoving the bridge. A numerical
example involving the simulation of a 3D-crane shows
the effectiveness of the controller.

Keywords Optimal control · Integral sliding mode ·
3D-crane · Saddle point method

1 Introduction

1.1 Brief review

The optimal control deals with the process of finding
a control and state trajectories for a dynamic system
over a period of time until a certain optimality crite-
rion is achieved [6]. In other words, an optimal control
is a set of differential equations describing the paths
of the control variables that minimize the cost of a
given functional. It is usually solved using the Pontrya-
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gin’s maximum principle or by solving the Hamilton–
Jacobi–Bellman equation. The terminal optimal con-
trol problem is the process of determining a control
and state trajectories driving a dynamic system from
an initial state to final state over a fixed finite time. The
dynamic systems are assumed to be embedded in a con-
stantly varying environment, and they are affected by
its various factors. The environment is described by a
controlled dynamics.

The integral sliding mode control (ISMC) is
employed to compensate the uncertainties from the
beginning of the process, and it was proposed in their
seminal work by Utkin and Shi [29]. Interesting appli-
cations of ISMC can be found in [11,13,16,25,28,30,
32–34]. In ISMC solution problem the order of the
motion equation is equal to the order of the origi-
nal dynamical system. Then, the trajectory for a sys-
tem driven by a smooth control law can be guaran-
teed throughout an entire response of the system start-
ing from the initial time instance. The implementa-
tion of this ISMC concept requires a priori knowl-
edge of the state vector and the initial conditions. The
optimal control problem in the presence of uncertain-
ties was considered in [34]. They proposed the use of
the integral sliding mode control allowing to ensure
the robustness of the solution from the initial time
moment.

The operation of a crane is an interesting terminal
optimal control problem that involves from an initial
position lift the payload, track the trolley and move
the bridge simultaneously to a final state [8,26]. From
the control point of view, it is required suppressing
the uncertainties of stopping the trolley and the bridge
at the destination position, as well as eliminating the
external forces.

Themathematical model of the 3D-crane is a system
of nonlinear ordinary differential equations, based on
the Newton’s law of motion, where the control repre-
sents the force of the motor [19]. Based on the initial
and final conditions of the dynamical system, we con-
sider an open-loop control such that the state of the
system can be moved to a neighborhood of the equi-
librium state corresponding to the given final condi-
tion. In addition, we consider an integral sliding mode
method which suppress the model uncertainties conse-
quence of moving the trolley and the bridge, as well
as external forces. Then, our control solution scheme
involves both, a terminal optimal open-loop control and
a closed-loop sliding mode control.

1.2 Related work

Several solutions using different methods have been
presented in the literature. For a survey see [14]. Sev-
eral studies used classicalmethods for solving the prob-
lem. For instance, Algarni et al. [1] considered an over-
head crane which represents simultaneous travel, tra-
verse, and hoisting motions studying nonlinear feed-
back forms of control. Sakawa and Sano [24] sug-
gested an overhead cranewith an open-loop control and
apply a feedback method so that the state of the sys-
tem approaches the equilibrium state as quick as pos-
sible. Giua et al. [12] designed an observer/controller
for three degrees of freedom overhead crane consider-
ing a linear model of the crane where the length of the
suspending rope is a time-varying parameter.

Other methods employ fuzzy controllers like, and
Chang and Chiang [7] presented a method based on
the inertia theorem that uses trolley position and swing
angle data to design the proposed fuzzy projection con-
troller and employed an enhanced fuzzy algorithm to
eliminate the dead zone problem. Cho and Lee [9] pro-
posed a fuzzy antiswing control for a three-dimensional
overhead crane consisting of a position servo control
and a fuzzy-logic control.

Related researches using sliding mode control for
overhead crane systems have also been published since
its introduction. Karkoub and Zribi [15] presented to
control the overhead crane a variable structure con-
trol scheme, a variable structure controller in conjunc-
tion with a state feedback control scheme, and a μ-
synthesis control scheme. Bartolini et al. [4] proposed
a second-order sliding modes, which guarantees a fast
and precise load transfer and the swing suppression
during the load movement, despite model uncertain-
ties and unmodeled dynamic actuators. Bartolini et
al. [5] compared the second-order sliding mode con-
troller presented in [4] with (i) the smooth approxi-
mation of a first-order sliding mode controller; (ii) an
observer/controller scheme based on Lyapunov trans-
formations; and (iii) a classical PID controller. Park
et al. [21] suggested an adaptive fuzzy sliding mode
control for the robust antisway trajectory tracking of
overhead cranes subject to both system uncertainty
and actuator nonlinearity. Liu et al. [18] presented an
adaptive sliding mode fuzzy control approach for a
two-dimensional overhead crane combining the sliding
mode control robustness and the feedback linear con-
trol independence of the system model. Lee et al. [17]
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considered a sliding mode antiswing control for over-
head cranes based on the Lyapunov stability theorem,
where a sliding surface, coupling the trolley motion
with load swing, is adopted for a direct damping control
of load swing ensuring asymptotic stability while keep-
ing all internal signals bounded. Daqaq and Masoud
[10] developed a two-dimensional four-bar-mechanism
model of a container crane reduced to a double pendu-
lum with two fixed-length links and a kinematic con-
straint. Almutairi and Zribi [2] proposed a slidingmode
control for a three-dimensional overhead crane which
ensures the asymptotic stability of the closed-loop sys-
tem. Ngo and Hong [20] proposed a sliding mode con-
trol for an offshore container crane used to load/unload
containers between a huge container ship and a smaller
ship, on which the crane is installed, and it is also pre-
sented a mechanism for lateral sway control ensuring
the asymptotic stability of the closed-loop system. Wu
et al. [31] considered an approach that minimize an
objective function that is formulated as the integration
of energy consumption and swing angle for energy effi-
ciency as well as safety. Sun et al. [27] considered the
control problem for underactuated crane systemswhere
the control framework is established by total energy
shaping, and a novel additional term is introduced into
the controller to prevent the trolley from running out
of the permitted range. Qian et al. [23] addressed the
dynamics and trajectory tracking control of cooperative
multiple mobile cranes providing a theoretical basis for
the cooperation of multiple mobile cranes.

1.3 Main results

This paper makes the following contributions:

– We suggest a generalization of saddle point method
[3] for nonlinear and controllable dynamical sys-
tems.

– We propose an optimal terminal control for a
3D-crane employing the generalized saddle point
method.

– We introduce an integral sliding mode control
which suppress the model uncertainties conse-
quence of moving the trolley, the bridge, lifting the
cargo and external forces.

– We prove that the method converges to an steady-
state function.

– We present a numerical example involving the sim-
ulation of a 3D-crane that validates the effective-
ness of the controller.

1.4 Organization of the paper

The remainder of this paper is organized as follows.
The next section discusses and presents the motivating
problem. Section 3 suggests the optimization method
presenting the dynamics of the problem, the condi-
tions for optimality, and a generalization of saddle point
method [3]. Section 4 presents the implementation of
the saddle point method for the Cartesian 3D-crane
describing the dynamical model and a numerical exam-
ple, aswell as the designof theoptimal terminal control.
We design an integral sliding mode control to compen-
sate the uncertainties and present an application exam-
ple for the Cartesian 3D-crane in Sect. 5. Finally, Sect.
6 concludes and discusses future work.

2 Formulation of the problem

In this paper our main purpose is to obtain an optimal
control [6] arising whenever the state of a system at
time 0 ≤ t ≤ t f as described by a vector

x(t) = (x1(t), . . . , xn(t))
ᵀ ∈ R

n

evolves according to a prescribed law, usually given
in the form of a first-order vector ordinary differential
equation

ẋ(t) = f (x(t),u(t))

under the assignment of a vector-valued control func-
tion

u(t) = (u1(t), . . . , ur (t))
ᵀ ∈ R

r

which is the control that may run over a given con-
trol region U ⊂ Lr

2

[
t0, t f

]
(Lr

2 are the integrable
quadratic functions of dimension r ). On the right-hand
side, where

f (x(t),u(t))
= ( f1(x(t),u(t)), . . . , fn (x(t),u(t)))ᵀ ∈ R

n

we impose the usual restrictions: continuity with
respect to the arguments x(t) andu(t),measurability on
t , and differentiability (or the Lipschitz condition) with
respect to x(t). Here we will assume that the admissi-
ble u(t)may be only piecewise continuous at each time
interval from0 ≤ t ≤ t f (t is allowed to vary). Controls
that have the same values except at common points of
discontinuity will be considered as identical.
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Formally, the terminal optimal control problem is
the process of computing a fixed point of an extremal
mapping. This means finding a fixed point

x∗
0 ∈ Argmin

{
ϕ0 (x0) |x0 ∈ W0 ⊂ R

n} (1)

x∗
1 ∈ Argmin

{
ϕ1 (x1) |x1 ∈ W1 ⊂ R

n,

ẋ(t) = f (x(t),u(t)), x (0) = x∗
0,

x
(
t f
) = x∗

1, 0 ≤ t ≤ t f , u(t) ∈ Uadm
}

(2)

where x(t) and u(t) are the state trajectories and the
control, respectively, x0 = x (0) and x1 = x

(
t f
)

describe the set of initial and terminal conditions, ϕ0(·)
and ϕ1(·) are a convex functions, W0,W1 ⊂ R

n are
convex closed bounded sets, and Uadm is a convex
closed set of admissible control actions u(t) for the
dynamic system. The fixed points of extremal inclu-
sions given in Eqs. (1) and (2) are the initial and termi-
nal conditions x0 = x (0) and x1 = x

(
t f
)
of dynamical

system.

Remark 1 We consider the controlled dynamics given
by a system of linear differential equations. The initial
and terminal conditions of this systemare set implicitly.

The solving process given in Eqs. (1) and (2) is
as follows. Choosing a control u(t) ∈ Uadm and
an initial condition x0 = x (0) we solve differential
system ẋ(t) = f (x(t),u(t)) to find a unique trajectory
x(t). The trajectory has an initial and terminal condi-
tions x0 = x (0) and x1 = x

(
t f
)
. Then, we verify

x0 = x (0) and x1 = x
(
t f
)
are solutions of boundary

value problems given in Eqs. (1) and (2). Otherwise,
we look for different initial and terminal conditions.
As a result of finding an optimal control u∗(t) ∈ Uadm ,
the trajectory x∗(t) as a solution of differential system
ẋ(t) = f (x(t),u(t)) transfers the dynamical system
from initial state given in Eq. (1) to a terminal state in
Eq. (2).

3 Optimization solution method

3.1 Dynamic problem

We will specify the dynamic problem presented in
Eqs. (1) and (2) considering the case where the finite-
dimensional sets W0,W1 ⊂ R

n are defined by the fol-
lowing functional inequality constraints

x∗
0 ∈ Argmin {ϕ0 (x0) |A0x0 ≤ a0} (3)

x∗
1 ∈ Argmin {ϕ1 (x1) |A1x1 ≤ a1,

ẋ(t) = f (x(t),u(t)), x (0) = x∗
0,

x
(
t f
) = x∗

1, 0 ≤ t ≤ t f ,u(t) ∈ Uadm
}

(4)

where A0 and A1 are fixedmatrices that represent alge-
braically the convex region of convergence of the initial
and final points, respectively, and a0 and a1 are given
vectors.

Let us consider that the dynamical system is given
in Eqs. (3) and (4) in a Hilbert space. That is, up to
a null set, all the values of the control function u(·)
belong to the setU . If the controls range over the entire
set u(·) ∈ U , the differential system given in Eq. (4)
generates trajectories x(t), 0 ≤ t ≤ t f , whose extremal
points x (0) = x∗

0 and x
(
t f
) = x∗

1 describe the set of
initial and terminal conditions.

The process given in Eqs. (3) and (4) is as follows.
The linear controlled system ẋ(t) = f (x(t),u(t))
is a linear constraint that singles out a linear mani-
fold of functions (processes) (x(t),u(t)) defined on
the interval

[
0, t f

]
. The left and right ends (x (0) =

x∗
0, x

(
t f
) = x∗

1) of the trajectories generate a set on
R
n . The function ϕ0 and ϕ1 as well the sets Wi =

{xi∈Rn|Aixi ≤ ai } , i = 0, 1, are defined on R
n . For

these components, the problems of computing fixed
points of extremal mappings are stated. An optimal
controlu∗(t) ∈ Uadm has to be chosen so that the trajec-
tory x∗(t) joins the points x (0) = x∗

0 and x
(
t f
) = x∗

1
[transfers the dynamical system from initial state given
in Eq. (3 ) to a terminal state in Eq. (4)].

Note that, in this situation, the initial and terminal
conditions given by x (0) = x∗

0 and x
(
t f
) = x∗

1 are not
related by additional constraints and the two problems
can be solved sequentially. However, the method we
propose constructs a sequence of trajectories starting
at different initial points, but this sequence of initial
points converges to the solution of problem given in
Eq. (3) simultaneously.

Remark 2 The terminal optimal control has no restric-
tions along the trajectory. We have restrictions only in
the initial x (0) an final point x

(
t f
)
.

3.2 Optimality condition

To solve the optimization problem (1)–(2) let us apply
the Lagrange multiplier method [22] as follows
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L (x0, x1, x(t),u(t); p0, p1, Ψ (t))

:= ϕ0 (x0) + ϕ1 (x1) + 〈p0, A0x0 − a0〉
+ 〈p1, A1x1 − a1〉 + 〈Ψ (t), f (x(t),u(t))〉

given p0, p1 ∈ R
m+, Ψ (t) the co-state of x(t), where

〈·, ·〉 represents the standard inner product on a Hilbert
space. In the regular case, such a function always has a
saddle point

(
x∗
0, x

∗
1, x

∗(t),u∗(t); p∗
0, p

∗
1, Ψ

∗(t)
)
sat-

isfying the system of inequalities

L (
x∗
0, x

∗
1, x

∗(t),u∗(t); p0, p1, Ψ (t)
)

≤ L (
x∗
0, x

∗
1, x

∗(t),u∗(t); p∗
0, p

∗
1, Ψ

∗(t)
)

≤ L (
x∗
0, x

∗
1, x(t),u(t); p∗

0, p
∗
1, Ψ

∗(t)
)

Here,
(
x∗
0, x

∗
1, x

∗(t),u∗(t); p∗
0, p

∗
1, Ψ

∗(t)
)

is the
collection of vectors solving system given in Eqs. (1)–
(2).

Applying the maximum principle, which gives the
necessary conditions of optimality, yields:

ẋ(t) = ∂L
∂Ψ

= f (x(t),u(t))

Ψ̇ (t) = −∂L
∂x

= −∂ f (x(t),u(t))

∂x

ᵀ
Ψ (t)

0 = ∂ f (x(t),u(t))

∂u

ᵀ
Ψ (t)

Ψ1 = ∇ϕ1 (x1) + Aᵀ
1 p1

Ψ0 = −∇ϕ0 (x0) − Aᵀ
0 p0

and the inequalities

〈p0, A0x0 − a0〉 ≤ 0

〈p1, A1x1 − a1〉 ≤ 0

Then reordering and applying variational inequali-
ties we have

ẋ∗(t) = f (x∗(t),u∗(t)), x∗ (0) = x∗
0,〈

p0 − p∗
0, A0x∗

0 − a0
〉 ≤ 0,

〈
p1 − p∗

1, A1x∗
1 − a1

〉 ≤ 0,

Ψ̇ ∗(t) + ∂ f (x∗(t),u∗(t))
∂x

ᵀ
Ψ ∗(t) = 0,

Ψ ∗
1 = ∇ϕ1

(
x∗
1

) + Aᵀ
1 p

∗
1,

∇ϕ0
(
x∗
0

) + Aᵀ
0 p

∗
0 + Ψ ∗

0 = 0,
〈
∂ f (x∗(t),u∗(t))

∂u

ᵀ
Ψ ∗(t),u∗(t) − u(t)

〉
≤ 0

(5)

The variational inequalities of the system (5) can be
rewritten in an equivalent form as operator equations
with projectors onto the corresponding convex closed

sets. Then, we obtain a system of differential and oper-
ator equations of the form

ẋ∗(t) = f (x∗(t),u∗(t)), x∗ (0) = x∗
0 (6)

p∗
0 = π+

(
p∗
0 + ε

(
A0x∗

0 − a0
))

p∗
1 = π+

(
p∗
1 + ε

(
A1x∗

1 − a1
))

(7)

Ψ̇ ∗(t) + ∂ f (x∗(t),u∗(t))
∂x

ᵀ
Ψ ∗(t) = 0

Ψ ∗
1 = ∇ϕ1

(
x∗
1

) + Aᵀ
1 p

∗
1 (8)

u∗(t) = πU

(
u∗(t) − ε

∂ f (x∗(t),u∗(t))
∂u

ᵀ
Ψ ∗(t)

)

(9)

∇ϕ0
(
x∗
0

) + Aᵀ
0 p

∗
0 + Ψ ∗

0 = 0 (10)

where π+ (·) is the projectors onto the positive orthant
ofRn , andπU is the projectors onto the setUadm, ε > 0.

3.3 Saddle point optimization method

The dynamical system presented in Eqs. (6)–(10) is
used to develop a gradient projection method given by

ẋk(t) = f
(
xk(t),uk(t)

)
, xk (0) = xk0 (11)

pk+1
0 = π+

(
pk0 + ε

(
A0xk0 − a0

))

pk+1
1 = π+

(
pk1 + ε

(
A1xk1 − a1

))
(12)

Ψ̇ k(t) + ∂ f
(
xk(t),uk(t)

)

∂x

ᵀ
Ψ k(t) = 0

Ψ k
1 = ∇ϕ1

(
xk1

)
+ Aᵀ

1 p
k
1 (13)

uk+1(t) = πU

(

uk(t) − ε
∂ f

(
xk(t),uk(t)

)

∂u

ᵀ
Ψ k(t)

)

(14)

xk+1
0 = xk0 − ε

(
∇ϕ0

(
xk0

)
+ Aᵀ

0 p
k
0 + Ψ k

0

)
(15)

where k is the number of the iteration.
Each iteration is, in fact, reduced to solve two sys-

tems of differential equations (11) and (13). The con-
dition (13) holds at points of the reachable set.

However, computing a saddle point requires a dif-
ferent solution process, because in the case of the com-
puting the neighborhood of a saddle point implies that
the iteration splits into two-half-step iteration process
which transfer from an orbit of large radius to an orbit
with a smaller distance to the fixed point.

Then, the saddle point process has the following
form [3]:
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1. First half step (prediction)
ẋk(t) = f

(
xk(t),uk(t)

)
, xk (0) = xk0 (16)

p̄k0 = π+
(
pk0 + ε

(
A0xk0 − a0

))

p̄k1 = π+
(
pk1 + ε

(
A1xk1 − a1

))
(17)

Ψ̇ k(t) + ∂ f
(
xk(t),uk(t)

)

∂x

ᵀ
Ψ k(t) = 0

Ψ k
1 = ∇ϕ1

(
xk1

)
+ Aᵀ

1 p
k
1 (18)

ūk(t) = πU

(

uk(t) − ε
∂ f

(
xk(t),uk(t)

)

∂u

ᵀ
Ψ k(t)

)

(19)

x̄k0 = xk0 − ε
(
∇ϕ0

(
xk0

)
+ Aᵀ

0 p
k
0 + Ψ k

0

)
(20)

2. Second half step (refinement):

˙̄xk(t) = f
(
x̄k(t), ūk(t)

)
, x̄k (0) = x̄k0 (21)

pk+1
0 = π+

(
pk0 + ε

(
A0x̄k0 − a0

))

pk+1
1 = π+

(
pk1 + ε

(
A1x̄k1 − a1

))
(22)

˙̄Ψ k(t) + ∂ f
(
x̄k(t), ūk(t)

)

∂ x̄

ᵀ
Ψ̄ k(t) = 0

Ψ̄ k
1 = ∇ϕ1

(
x̄k1

)
+ Aᵀ

1 p̄
k
1 (23)

uk+1(t)=πU

(

uk(t)−ε
∂ f

(
x̄k(t), ūk(t)

)

∂ū

ᵀ
Ψ̄ k(t)

)

(24)

xk+1
0 = xk0−ε

(
∇ϕ0

(
x̄k0

)
+Aᵀ

0 p̄
k
0 + Ψ̄ k

0

)
(25)

Following [3], we suggest the next generalized the-
orem.

Theorem 1 Assume that the solution
(
p∗
0, p

∗
1, Ψ

∗ (·) ; x∗
0, x

∗
1, x

∗ (·) ,u∗ (·)k0 , Ψ̄ k
0

)
(26)

of problem given in Eqs. (3) and (4) is not empty
and belongs to the space R

m+ × R
m+ × Ψ n

2 [t0, t1] ×
R
n × R

n × ACn [t0, t1] × Uadm such that ‖ ∂ f
∂u‖

and ‖ ∂ f
∂x ‖ are bounded, and let the terminal prob-

lems at the left and right endpoints of the time
interval be problems of computing fixed points of
monotone extremal mappings. Then, the sequence(
pk0, p

k
1, Ψ

k (·) ; xk0, xk1, xk (·) ,uk (·)) generated by the
saddle point process given by Eqs. (16)–(25) with the
step size determined by the condition 0 < ε < ε0 (ε0 is

a fixed number) converges weakly to the solution of the
problemwith respect to controls, in the Lr

2 [t0, t1] norm,
and with respect to trajectories and dual trajectories,
and converges in the Euclidean norm to the solutions
of the terminal problems at the endpoints of the time
interval. Moreover, the sequence
{∥
∥uk (·) − u∗ (·)∥∥2 + ∣

∣pk0 − p∗
0

∣
∣2

+ ∣∣pk1 − p∗
1

∣∣2 + ∣∣xk0 − x∗
0

∣∣2
}

decreases monotonically as k → ∞. By the dynami-
cal system condition of the crane ‖ ∂ f

∂u‖ and ‖ ∂ f
∂x ‖ are

bounded.

Proof See “Appendix.” �


4 Saddle point method for the Cartesian 3D-crane

4.1 Dynamical model

ACartesian 3D-crane is composed by two components:
the bridge and the trolley. The trolley moves on the
bridge rails and contains a motor and all the necessary
mechanisms for the movement of the load; the bridge
moves in the orthogonal direction thanks to appropriate
wheels located on the end truck. In this paper, we will
consider a Cartesian 3D overhead crane whose model
is illustrated in Fig. 1.

Fig. 1 Illustrative representation of a Cartesian 3D-crane
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First, we will develop the physical model of Euler–
Lagrange. Let us consider the Lagrange equation given
by:

L (x) := Ek − Ep (27)

where x = (
xw, ẋw, yw, ẏw, α, α̇, β, β̇, r, ṙ

)
, xw and

yw are the planar coordinates of the trolley, ẋw and ẏw
represent the linear velocities, respectively, the angle
α (0 ≤ α ≤ π ) is measured from the positive x-axis
to the tension line of the payload (r-axis), the angle β

(−π/2 ≤ β ≤ π/2) is measured from the negative z-
axis to the projection of the tension line onto the y–z
plane, α̇ and β̇ are the corresponding angular velocities,
and, finally, r > 0 is the radial coordinate of the payload
(measure from the trolley) and ṙ its velocity.

Ek represents the total kinetic energy of the system,
and Ep is the potential energy. The kinetic energy for
the trolley is given by

Ek1 = 1

2
mw

(
ẋ2w + ẏ2w

)

where mw is the mass of the trolley. For determining
the kinetic energy of the payload, we consider the fol-
lowing coordinate equations

xc = xw + r cosα

yc = yw + r sin α sin β

zc = −r sin α cosβ

then, taking the derivatives with respect to the time we
have

ẋc = ẋw + ṙ cosα − r α̇ sin α

ẏc = ẏw + ṙ sin α sin β + r α̇ cosα sin β + r β̇ sin α cosβ

żc = −ṙ sin α cosβ − r α̇ cosα cosβ + r β̇ sin α sin β

We have that the kinetic energy of the payload is as
follows

Ek2 = 1

2
mc

(
ẋ2c + ẏ2c + ż2c

)
(28)

As a result, the total energy of the system is given
by

Ek = Ek1 + Ek2

The potential energy of the trolley is cero, while the
potential energy of the payload is given by

Ep2 = mcgzc

then, the Lagrange equation (27) can be reduced to

L (
xw, ẋw, yw, ẏw, α, α̇, β, β̇, r, ṙ

) = 1

2
mc ·

[(
ẏw+ṙ sin α sin β+α̇r cosα sin β+β̇r cosβ sin α

)2

+ (
ṙ cosβ sin α + α̇r cosα cosβ − β̇r sin α sin β

)2

+ (ẋw + ṙ cosα − α̇r sin α)2
]

+ 1

2
mw

(
ẋ2w + ẏ2w

) + mcgr cosβ sin α

Applying the Euler–Lagrange equations we have

d

dt

(
∂L
∂ ẋ

)
− ∂L

∂x
+ ∂R

∂ ẋ
= F (29)

where x = [
xw ẋw yw ẏw α α̇ β β̇ r ṙ

]ᵀ
, and the

vector F = [
u1 u2 0 0 −u3

]ᵀ
such that the first two

components (u1 and u2) are the control forces over the
trolleyon thedirection x and y, respectively, and the last
component (u3) is the control force over the payload.
The sign − (u3) indicates the force is in negative sense
of the r-axis direction, and this force compensates the
weight of the payload. R is the Rayleigh’s dissipation
function, which is not considered along the develop-
ment, i.e., we will not consider the friction force over
the components of the 3D-crane.

From Eq. (29) we obtain the dynamical equations
that describe the 3D-crane as follows

ẍw = 1

mw

[u1 + u3 cosα] (30)

ÿw = 1

mw

[u2 + u3 sin α sin β] (31)

α̈ = 1

mwr
[u1 sin α − u2 cosα sin β − 2mwα̇ṙ

+ 1

2
u3 sin (2α) cos2 β

+mwg cosα cosβ + 1

2
mwr β̇

2 sin (2α)

]
(32)

β̈ = − 1

mwr sin α
[u2 cosβ + mwg sin β

+ 1

2
u3 sin α sin (2β) + 2mwβ̇ṙ sin α

+ 2mwr α̇β̇ cosα
]

(33)

r̈ = 1

mwmc
[(mc + mw) u3 + mcu1 cosα

−mcu3 cos
2 β − mcmwr

(
α̇2 + β̇2

)

+mcu3 cos
2 α cos2 β + mcu2 sin α sin β

− mcmwg cosβ sin α + mcmwr β̇
2 cos2 α

]

(34)
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4.2 Numerical example: terminal control

Given Eqs. (30)–(34) for the Cartesian 3D-crane, let us
suppose we have the following conditions

t f = 20[s]
mc = 5[kg]
mw = 5[kg]
g = 9.81[m/s2]
|u1| ≤ (mc + mw) g[N ]
|u2| ≤ (mc + mw) g[N ]
|u3| ≤ (mc + mw) g[N ]

The term xs = [x1, . . . , xn]ᵀ ± y means that
xi ± y where y ∈ R+ and i = 1, . . . , n (xs =
[x1 ± y, . . . , xn ± y]ᵀ). This a vector centered in the
coordinates x1, . . . , xn which admits a tolerance of±y
in every xi , i = 1, . . . , n. Let us also suppose that the
initial and final state must satisfy the following restric-
tions:

x0 = [
0 0 0 0 π/2 0 0 0 10 0

]ᵀ ± 0.1

x1 = [
10 0 15 0 π/2 0 0 0 20 0

]ᵀ ± 1.0

for x1 we have xw ∈ (9, 11) , ẋw ∈ (−1, 1), yw ∈
(14, 16) , ẏw ∈ (−1, 1) , α ∈ (π/2 − 1, π/2 + 2) ,

α̇ ∈ (−1, 1), β ∈ (−1, 1), β̇ ∈ (−1, 1) , r ∈ (21, 19),
ṙ ∈ (−1, 1). The variables α and β are given in [rad], α̇
and β̇ in [rad/s], and the rest in [m] or [m/s] depending
on the case. We have a similar case for x0.

The matrices A0 and A1 are given by

A0 = A1 :=
⎡

⎢
⎣

AA1
...

AA10

⎤

⎥
⎦

where

AA j =
⎡

⎢
⎣
0 · · ·

[
1

−1

]

︸ ︷︷ ︸
j

· · · 0
⎤

⎥
⎦

the vectors a0 and a1 are given by

a0 := [
0.1 0.1 0.1 0.1 0.1 0.1 0.1

0.1 π
2 + 0.1 0.1 − π

2 0.1 0.1 0.1

0.1 0.1 0.1 10.1 −9.9 0.1 0.1
]ᵀ

a1 := [
11 −9 1 1 16 −14 1 1 π

2 + 1

1 − π
2 1 1 1 1 1 1 21 −19 1 1

]ᵀ

and the cost functionals are defined as follows

ϕ0 (x (0)) := 1
2x

ᵀ (0) Q0x (0)

ϕ1
(
x
(
t f
)) := 1

2

(
x
(
t f
) − r

)ᵀ
Q1

(
x
(
t f
) − r

)

where r = [
10 0 15 0 π/2 0 0 0 20 0

]ᵀ
and Q0 :=

I10×10 and Q1 := I10×10 where I10×10 is the identity
matrix of order 10.

The goal is to simulate a terminal optimal control
of the Cartesian 3D-crane that involves from an initial
position (0, 0,−10) lift the payload, track the trolley
and move the bridge simultaneously to a final state at
position (10, 15,−20) in 20 s. In order to obtain the
goal we apply iteratively the saddle point method pre-
sented in Eqs. (16)–(25), fixing α = 1 × 10−11, and
after 1000000 of iteration we have:

x0 = [
0.00 0.02 0.00 0.01 1.58 0.00

−0.02 −0.01 9.99 0.01
]ᵀ

x1 = [
10.00 0.01 14.99 −0.01 1.57 0.00

0.00 0.00 20.00 −0.01
]ᵀ

In Figs. 2 and 3 are presented the convergence of the
states and the signal control applied to the crane.

Based on the initial and final conditions of the
dynamical system, we consider an open-loop control
such that the state of the system can be moved to a
neighborhood of the equilibrium state corresponding
to the given final condition which is sensible to impre-
cision and uncertainty consequence of moving the trol-
ley and the bridge. To solve this problem we will intro-
duce an ISMC to suppress the model imprecision and
uncertainty consequence of moving the trolley and the
bridge, as well as lifting the cargo.

5 ISMC for the 3D-crane

5.1 Design of the ISMC

The dynamical system is affected by uncertainties. We
propose to employ an integral sliding mode control to
compensate the uncertainties [11] . To add initial pertur-
bations to the dynamical system, let us split the function
f (x(t),u(t)) as follows:

f (x(t),u(t)) = g (x(t)) + B (x(t)) u(t)
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Fig. 2 Trajectory of the
state vector
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Fig. 3 Control signal
obtained via saddle point
method
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where

B (x(t)) =⎡

⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢
⎢
⎣

0 0 0
1
mw

0 cosα
mw

0 0 0
0 1

mw

sin α sin β
mw

0 0 0
sin α
rmw

− cosα sin β
rmw

cosα cos2 β sin α
rmw

0 0 0
0 − cosβ

rm′
w sin α

− cosβ sin α sin β
rmw sin α

0 0 0

− cosα
mw

− sin α sin β
mw

−mc+mw−mc cos2 β+mc cos2 α cos2 β
mcmw

⎤

⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥
⎥
⎦

and g (x(t)) : Rn → R
n .

Then, let us consider the following controlled uncer-
tain system represented by the state space equation
given by

ẋ(t) = g (x(t)) + B (x(t))u(t) + φ(x(t), t) (35)

where the function φ(x(t), t) represents the uncertain-
ties affecting the system due to parameter variations,
unmodeled dynamics, and/or exogenous disturbances.
For the control design given in Eq. (35) we assume that
the uncertainty satisfies the so called match condition,
namely

φ(x(t), t) := B (x(t)) γ (x(t), t)

‖γ (x(t), t)‖ ≤ γ +(x(t), t) (36)

Now, the control design problem is to design a con-
trol law that provided that x (0) = x0 guarantees the
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identity x(t) = xt for all t ≥ 0

u(t) = u0(t) + u1(t) (37)

where u0(t) is the optimal control computed using the
saddle point method and u1(t) is the new integral slid-
ing mode control for guarantying the compensation of
the unmeasured matched uncertainty φ(x(t), t), start-
ing from the beginning (t = 0).

Since φ(x(t), t) := B (x(t)) γ (x(t), t) substitution
of Eq. (37) into Eq. (35) yields

ẋ(t) = g (x(t))+B (x(t)) (u0(t)+u1(t)+γ (x(t), t))

The sliding manifold is given by means of the equa-
tion s(x) = 0 with s defined by the formula

s (x) := s0 (x) − s0 (x0)

−
t∫

0

G (x (τ )) [g (x (τ )) + B (x (τ ))u0 (τ )] dτ

(38)

where s0 (x) ∈ R
r is a vector that could be designed as

a linear combination of the state and G (x) = ∂s0/∂x.
Then, in contrast with conventional slidingmodes, here
an integral term is included. Furthermore, in this case
we have s (x (0)) = 0.

Thus, the time derivative of s is obtained by the for-
mula

ṡ = G (x) B (x(t)) (u1 + γ ) (39)

In order to achieve the sliding mode, the term s0 should
be designed such that

det [G (x) B (x(t))] �= 0, ∀x ∈ R
n

The ISMC may be designed as

u1 = −M(x, t)
Dᵀ (x) s

‖Dᵀ (x) s‖
M(x, t) > γ +(x(t), t), D (x)

= G (x) B (x(t)) (40)

For proving that the sliding mode is achieved from
the beginning let us introduce the following Lemma.

Lemma 1 Let the ISMC should be designed as in
Eq. (40). Then, the sliding mode for the dynamical sys-
tem

f (x(t),u(t)) = g (x(t)) + B (x(t))u(t)

is achieved from the beginning.

Proof Taking the quadratic Lyapunov-like function
V = 1

2 s
ᵀs, and the restriction given in Eq. (36), the

timederivative ofV is V̇ = 〈s, ṡ〉 = 〈s, D (u1 + γ )〉 =
〈Dᵀs,u1 + γ 〉 ≤ −‖Dᵀs‖ (

M − γ +)
< 0. Hence V

decreases, which implies

V (t) ≤ V (0) = 1

2
‖s (x0)‖2 = 0

Now, the equivalent control u1eq is taken from ṡ = 0:

ṡ = u1 + γ = 0

Thus, in this case,

u1eq = −γ (41)

�

Equation (41) represents the dynamical equivalence

of the ISMC, i.e., this control achieves the sliding man-
ifold at the first time and holds vanished the pertur-
bations during all time. When the sliding manifold is
achieved the chattering effect presents: A high- fre-
quency on–off control signal (non smooth) is active in
the actuators of the crane.

5.2 Numerical example: ISMC

Considering the controlled uncertain system repre-
sented by Eq. (35) and a perturbation, it is applied an
ISMC with the form

s0 (x(t)) := B (x(t))ᵀ x(t)
G (x(t)) := B (x(t))ᵀ

M := 4

then, control law is given by

u(t) = u0(t) + u1(t)

where

u1(t) := −M
BᵀGᵀs(t)

‖BᵀGᵀs(t)‖
where s(t) is given by Eq. (39). We choose the follow-
ing perturbation at the beginning

γ (x(t), t) :=
⎡

⎣
sin(t sin(t))

sin(2t) sin(4t)
sin(3t)

⎤

⎦

which satisfy the restrictions required by the system.
We assume that our actuators can respond to the high
frequency of the ISMC quick enough (the frequency
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Fig. 4 State vector of the
crane with turned on ISMC
rejection
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Fig. 7 Control signal
without ISMC and with
input perturbations
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depends of the integration step, and theoretically this
frequency is infinite). In the example, we employ
1 × 10−4[s] for the integration step (a frequency of
10[kHz]).

Figures 4 and 5 show how the ISMC rejects the per-
turbations and the state vector holds bounded along the
fixed time, and it is possible to observe that the final
states do not correspond with the final states computed
via the saddle point method. This is normal, because
the theory assumes not discretization of the problem,
but to develop a simulation of the system is necessary
do it. When the manifold is achieved by the ISMC, the
chattering effect is presented to very high frequencies
and does not exist any computational method that can
simulate this effect correctly.

Figures 6 and 7 show the effect of turned off the
ISMC in the 3D-crane, and we can see the states of the
system are not in the neighborhood of the fixed convex
set.

6 Conclusions and future work

This paper presented a general method for controlling
3D-cranes.We developed a complete dynamical model
for a Cartesian 3D-crane using the Euler–Lagrange
equations, taking into account that the friction forces
were not considered in the model. A controller was
designed using a terminal optimal control and an ISMC
technique for tracking control. For designing the opti-
mal control for a fixed time we extended the saddle
point method for controllable nonlinear dynamical sys-
tems. We implemented an ISMC for rejecting input-

bounded matched disturbances. Movement of the trol-
ley and its stoppage were controlled precisely at its
destination. The control worked well and stabilized the
overall crane system. Using a quadratic Lyapunov-like
function we proved that the sliding mode for the 3D-
crane is achieved from the beginning.

In terms of future work, there exist a number of chal-
lenges left to address. One interesting technical chal-
lenge is that of addressing an optimal feedback con-
trol via extending the saddle point method. In the short
time,we are planning to apply themethod for designing
a sophisticated control for different and more compli-
cated pendulum problems. It also would be interesting
in the long time to extend the method in the context of
game theory for modeling a dynamical game approach.

Appendix: Proof of Theorem 1

Proof The main effort in the theorem is placed on the

proof of the fact that the function
∥∥uk (·) − u∗ (·)∥∥2 +

∣∣pk0 − p∗
0

∣∣2+∣∣pk1 − p∗
1

∣∣2+∣∣xk0 − x∗
0

∣∣2 decreasesmonoton-
ically. For this,weuse the variational inequalities. From
Eqs. (23) and (8) written in variational inequalities,
summing and using the integrations by parts formula,
and using the monotonicity formula (2) for the opera-
tor ∇ϕ1 (x1) and combining like terms, we obtain the
inequality:

ε
〈
Aᵀ
1

(
p̄1 − p∗

1

)
, x∗

1 − x̄k1
〉

−
〈
Ψ̄ k
0 − Ψ ∗

0 , x∗
0 − x̄k0

〉
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+ ε

∫ t f

t0

〈
Ψ̄ k(t) − Ψ ∗(t), ∂ f

∂x

(
x∗(t) − x̄k(t)

)

− d

dt

(
x∗(t) − x̄k(t)

)〉
dt ≥ 0 (42)

Similar estimates are derived with respect to p0 and
p1. To this end, we set:

〈
p̄k0 − pk0 − ε

(
A0xk0 − a0

)
, pk+1

0 − p̄k0

〉
≥ 0

and developing, we get:

〈
p̄k0 − pk0, p

k+1
0 − p̄k0

〉
+

〈
pk+1
0 − pk0, p

∗
0 − pk+1

0

〉

+
〈
p̄k1 − pk1, p

k+1
1 − p̄k1

〉
+

〈
pk+1
1 − pk1, p

∗
1 − pk+1

1

〉

+ ε2‖A0‖2|x̄k0 − xk0|2 − ε
〈
A0

(
x̄k0 − x∗

0

)
, p∗

0 − p̄k0

〉

−
〈
Ψ̄ k
0 − Ψ ∗

0 , x∗
0 − x̄k0

〉

+ ε

∫ t f

t0

〈
Ψ̄ k(t),

∂ f

∂x

(
x∗(t) − x̄k(t)

)

− d

dt

(
x∗(t) − x̄k(t)

)〉
dt ≥ 0 (43)

Let us derive similar estimates with respect to con-
trols:
∫ t f

t0

〈
ūk(t) − uk(t) + ε

∂ f

∂u

ᵀ
(t)Ψ k(t),

uk+1(t) − ūk(t)
〉
dt ≥ 0

and developing, we have:

∫ t f

t0
〈ūk(t) − uk(t),uk+1(t) − ūk(t)〉dt

+
∫ t f

t0
〈uk+1(t) − uk(t),u∗(t) − uk+1(t)〉dt

− ε

∫ t f

t0
〈∂ f
∂u

ᵀ (
Ψ̄ k(t) − Ψ k(t)

)
,uk+1(t) − ūk(t)〉dt

+ ε

∫ t f

t0
〈Ψ̄ k(t) − Ψ ∗(t), ∂ f

∂u

(
u∗(t) − ūk(t)

)
〉

dt ≥ 0 (44)

Summing up (43) and (44) and considering:

∂ f

∂x

(
x∗(t) − x̄k(t)

)
+ ∂ f

∂u

(
u∗(t) − ūk(t)

)

− d

dt

(
x∗(t) − x̄k(t)

)
= 0 (45)

we obtain:

〈 p̄k0 − pk0, p
k+1
0 − p̄k0〉 + 〈pk+1

0 − pk0, p
∗
0 − pk+1

0 〉
+ 〈 p̄k1 − pk1, p

k+1
1 − p̄k1〉 + 〈pk+1

1 − pk1, p
∗
1 − pk+1

1 〉
+ ε2‖A0‖2|x̄k0 − xk0|2 − ε〈A0

(
x̄k0 − x∗

0

)
, p∗

0 − p̄k0〉
− ε〈Ψ̄ k

0 − Ψ ∗
0 , x∗

0 − x̄k0〉
+

∫ t f

t0
〈ūk(t) − uk(t),uk+1(t) − ūk(t)〉dt

+
∫ t f

t0
〈uk+1(t) − uk(t),u∗(t) − uk+1(t)〉dt

− ε

∫ t f

t0
〈∂ f
∂u

ᵀ (
Ψ̄ k(t) − Ψ k(t)

)
,

uk+1(t) − ūk(t)〉dt ≥ 0

Similarly, we can develop analogous estimates with
respect to x0, obtaining the equation:

〈 p̄k0 − pk0, p
k+1
0 − p̄k0〉 + 〈pk+1

0 − pk0, p
∗
0 − pk+1

0 〉
+〈 p̄k1 − pk1, p

k+1
1 − p̄k1〉 + 〈pk+1

1 − pk1, p
∗
1 − pk+1

1 〉
+ ε2‖A0‖2|x̄k0 − xk0|2 + ε2‖A1‖2|x̄k1 − xk1|2
+〈x̄k0 − xk0, x

k+1
0 − x̄k0〉 + 〈xk+1

0 − xk0, x
∗
0 − xk+1

0 〉
+

∫ t f

t0
〈ūk(t) − uk(t),uk+1(t) − ūk(t)〉dt

+
∫ t f

t0
〈uk+1(t) − uk(t),u∗(t) − uk+1(t)〉dt

− ε

∫ t f

t0
〈∂ f
∂u

ᵀ (
Ψ̄ k(t) − Ψ k(t)

)
,uk+1(t) − ūk(t)〉dt

+ ε〈∇ϕ0

(
xk0

)
− ∇ϕ0

(
x̄k0

)
, xk+1

0 − x̄k0〉
+ ε〈Aᵀ

0

(
pk0 − p̄k0

)
, xk+1

0 − x̄k0〉
+ ε〈Ψ k

0 − Ψ̄ k
0 , xk+1

0 − x̄k0〉 ≥ 0 (46)

By using the identity |y1 − y2|2 = |y1 − y3|2 + 2〈y1 −
y3, y3 − y2〉 + |y3 − y2|2, the scalar products in ( 46)
are decomposed into the sum (difference) of squares:

|pk+1
0 − p∗

0 |2 + |pk+1
0 − p̄k0|2 + | p̄k0 − pk0|2

+|pk+1
1 − p∗

1 |2 + |pk+1
1 − p̄k1|2 + | p̄k1 − pk1|2

−2ε2‖A0‖2|x̄k0 − xk0|2 − 2ε2‖A1‖2|x̄k1 − xk1|2
+‖uk+1(·) − u∗(·)‖2 + ‖uk+1(·) − ūk(·)‖2 (47)
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+‖ūk(·) − uk(·)‖2

+2ε
∫ t f

t0
〈∂ f
∂u

ᵀ (
Ψ̄ k(t) − Ψ k(t)

)
,uk+1(t) − ūk(t)〉dt

+|xk+1
0 − x∗

0|2 + |xk+1
0 − x̄k0|2 + |x̄k0 − xk0|2

+2ε〈∇ϕ0

(
xk0

)
− ∇ϕ0

(
x̄k0

)
, xk+1

0 − x̄k0〉
+2ε〈Aᵀ

0

(
pk0 − p̄k0

)
, xk+1

0 − x̄k0〉
+2ε〈Ψ k

0 − Ψ̄ k
0 , xk+1

0 − x̄k0〉 ≤ |pk0 − p∗
0 |2

+|pk1 − p∗
1 |2 + ‖uk(·) − u∗(·)‖2 + |xk0 − x∗

0|2

The scalar products on the left-hand side of (47) are
estimated separately. From the equations of the algo-
rithm, it is possible to obtain obvious inequalities and:
∫ t f

t0

〈
∂ f

∂u

ᵀ (
Ψ̄ k(t) − Ψ k(t)

)
,uk+1(t) − ūk(t)

〉
dt

≤ Bmax‖Ψ̄ k(·) − Ψ k(·)‖‖uk+1(·) − ūk(·)‖
≤ B2

max‖Ψ̄ k(·) − Ψ k(·)‖2

≤ ε2B2
max

(
exp

(
2Dmaxt f − t0

) − 1
)

Dmax
(
L1|xk1 − x̄k1| + ‖Aᵀ

1‖|pk1 − p̄k1|
)2

≤ 2ε2B2
max

(
exp

(
2Dmaxt f − t0

) − 1
)

Dmax
(
L2
1|xk1 − x̄k1|2 + ‖Aᵀ

1‖2|pk1 − p̄k1|2
)

= ε2d1|xk1 − x̄k1|2 + ε2|pk1 − p̄k1|2

where

Bmax = max ‖∂ f

∂u
‖, Dmax = max ‖∂ f

∂x
‖

d1 = 2L2
1B

2
max

(
exp

(
2Dmaxt f − t0

) − 1
)

Dmax

d2 = 2‖Aᵀ
1‖B2

max

(
exp

(
2Dmaxt f − t0

) − 1
)

Dmax

By Lipschitz condition and the inequality 2|a||b| ≤
a2 + b2, we obtain:

|Ψ k
0 − Ψ̄ k

0 |2
≤ 2 exp

(
2Dmax

(
t f − t0

))

(
L2
1|xk1 − x̄k0|2 + ‖Aᵀ

1‖2|p21 − p̄k1|2
)

= d3|xk1 − x̄k0|2 + d4|p21 − p̄k1|2

where

d3 = 2L2
1 exp

(
2Dmax

(
t f − t0

))

d4 = 2‖Aᵀ
1‖2 exp (2Dmax

(
t f − t0

))

Then, the inequality (47), after combining terms,
becomes:

|pk+1
1 − p∗

1 |2 + |pk+1
0 − p∗

0 |2 + ‖uk+1(·) − u∗(·)‖2
+ |xk+1

0 − x∗
0|2 + |pk+1

1 − p̄k1|2 + |pk+1
0 − p̄k0|2

+ ‖ūk(·) − uk+1(·)‖2 + (1 − εγ3) | p̄k1 − pk1|2
+ (1 − εγ5) | p̄k0 − pk0|2 + (1 − εγ2) |xk+1

0 − x̄k0|2
+ (1 − εγ4) ‖uk(·) − ūk(·)‖2 ≤
|pk1 − p∗

1 |2 + ‖uk(·) − u∗(·)‖2 + |xk0 − x∗
0|2

(48)

where

γ1 = d4 + εd2

γ2 = 1 + L0 + ‖Aᵀ
0‖

γ3 = 2ε‖A0‖2 + L0 +
(
εd1 + d3 + 2ε‖A1‖2

)
d6

γ4 =
(
εd1 + d3 + 2ε‖A1‖2

)
d5

γ5 = ‖Aᵀ
0‖

By choosing ε so that:

0 < ε < min

{
1

γ1
,
1

γ2
,
1

γ3
,
1

γ4
,
1

γ5

}
(49)

all terms in (48) can be made strictly positive. Omitting
all lines on the left-hand side of the inequality, except
for the first and last, we obtain:

|pk+1
1 − p∗

1 |2 + |pk+1
0 − p∗

0 |2 + ‖uk+1(·) − u∗(·)‖2
+|xk+1

0 − x∗
0|2

≤ |pk1 − p∗
1 |2 + ‖uk(·) − u∗(·)‖2 + |xk0 − x∗

0|2
(50)

which means that the sequence:

{
|pk+1

1 − p∗
1 |2 + |pk+1

0 − p∗
0 |2 + ‖uk+1(·) − u∗(·)‖2

+|xk+1
0 − x∗

0|2
}

decreases monotonically on the Cartesian product
R
m+ × R

m+ × Lr
2[t0, t f ] × R

n .
Summing (48) from k = 0 to k = N and using the

condition (49) implies the boundedness of the sequence
for any N ,

|pN+1
1 − p∗

1 |2 + |pN+1
0 − p∗

0 |2 + ‖uN+1(·) − u∗(·)‖2
+|xN+1

0 − x∗
0|2

≤ |p01 − p∗
1 |2 + ‖u0(·) − u∗(·)‖2 + |x00 − x∗

0|2
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and the converge of the series:

∞∑
k=0

|pk+1
1 − p̄k1 |2 < ∞,

∞∑
k=0

| p̄k1 − pk1 |2 < ∞,

∞∑
k=0

|pk+1
0 − p̄k0 |2 < ∞,

∞∑
k=0

| p̄k0 − pk0 |2 < ∞,

∞∑
k=0

|xk+1
0 − x̄k0|2 < ∞,

∞∑
k=0

|x̄k0 − xk0|2 < ∞,

∞∑
k=0

‖ūk(·) − uk+1(·)‖2 < ∞,

∞∑
k=0

‖uk(·) − ūk(·)‖2 < ∞

(51)

Therefore:

|pk+1
1 − p̄k1| → 0 | p̄k1 − pk1| → 0

|pk+1
0 − p̄k0| → 0, | p̄k0 − pk0| → 0,

|xk+1
0 − x̄k0| → 0, |x̄k0 − xk0| → 0,

‖ūk(·) − uk+1(·)‖ → 0, ‖uk(·) − ūk(·)‖ → 0

(52)

Combining this with the triangle inequality, we
obtain:

|pk+1
1 − pk1| → 0 |pk+1

0 − pk0| → 0

|xk+1
0 − xk0| → 0, ‖uk+1(·) − uk(·)‖ → 0,

|xk(·) − x̄k(·)| → 0, |xk1 − x̄k1| → 0

‖Ψ k(·) − Ψ̄ k(·)‖ → 0 k → ∞
Moreover, Eq. (51) implies that the sequence is

bounded, since
(
pk0, p

k
1, Ψ

k(·), xk0, xk1, xk(·),uk(·)
)

belongs to a compact set. The last means that there

exists a subsequence
(
pkl0 , pkl1 , Ψ kl (·), xkl0 , xkl1 , xkl (·),

ukl (·)) and a point defined by
(
p′
0, p

′
1, Ψ

′(·), x′
0, x

′
1,

x′(·),u′(·)) that is a weak limit of the subsequence.
Note that, in finite-dimensional (Euclidean) spaces, the
weak convergence coincides with the strong one. �
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